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€ Experiment Results

1shot 3shot 10shot

Method

mAP|Prec.|Rec.[mAP|Prec.|Rec. mAP .ImAP|Prec.

Rec.

Baseline| 9.1 110.5|124.5119.2|18.2|41.5 29.9(34.7

54.6

P1 18.7(12.5|27.4133.2122.9(48.9 45.1(38.4

59.8

P1+P2 126.2114.6|22.8[41.8]27.5|52.7 55.6141.5

62.1

¢ Conclusion
W Evaluation results show that P1+P2 achieves mAP

55.6% at 10-shot, outperforming the baseline by 25.7%
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